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Abstract  : 

Augmented Reality (AR) is a rapidly growing field 

that has the potential to transform many aspects of 

our lives, including entertainment, education, and 

even work. AR involves overlaying digital content 

onto the real world, creating an interactive and 

immersive experience for the user. However, creating 

compelling AR content can be challenging, as it 

requires highly accurate and detailed 3D models of 

both the virtual and real-world objects. Virtual object 

replacement based on real environments is a 

promising technique that has the potential to simplify 

the development process and enhance the user 

experience. The idea behind virtual object 

replacement is to use real-world scenes as a basis for 

creating AR content. Rather than creating a complex 

3D model of a virtual object from scratch, this 

technique uses computer vision algorithms to 

identify and track real-world objects in a scene, and 

then replace them with digital content. For example, 

a real-world chair could be replaced with a virtual 

version that appears to be part of the scene. This 

approach has several advantages over traditional AR 

development methods. First, virtual object 

replacement can significantly reduce the time and 

cost required to develop AR content. Creating 

detailed 3D models of virtual objects can be a time-

consuming and expensive process, especially for 

large or complex scenes. By using real-world  

scenes as a basis, developers can create highly 

realistic AR experiences with minimal effort. This 

can also make AR more accessible to a wider range 

of developers, as it does not require extensive 

knowledge of 3D modeling or programming. 

Second, virtual object replacement can enhance the 

believability of AR experiences. By using real-world 

scenes as a basis, the virtual objects can be 

seamlessly integrated into the environment, 

appearing to be part of the scene rather than floating 

in space. This can make the AR experience more 

immersive and engaging for users, as they are more 

likely to feel like they are interacting with real 

objects rather than digital ones. However, the success 

of virtual object replacement depends heavily on the 

accuracy and reliability of the computer vision 

algorithms used to identify and track real-world 

objects. If the algorithms are not able to accurately 

detect and track objects, the virtual objects may not 

be properly aligned with the real ones, leading to a 

disjointed and unconvincing AR experience. 

Additionally, the technique may not work well in 

environments with poor lighting or complex 

backgrounds, as the algorithms may have difficulty 

distinguishing between objects. 

Keywords: augmented reality; simultaneous 

localization and mapping; point cloud segmentation; 

shape fitting; object replacement. 

 

1. Introduction: 

Augmented Reality (AR) is a rapidly growing field 

that has the potential to transform many aspects of 

our lives, including entertainment, education, and 

even work. AR involves overlaying digital content 

onto the real world, creating an interactive and 

immersive experience for the user. However, creating 

compelling AR content can be challenging, as it 

requires highly accurate and detailed 3D models of 

both the virtual and real-world objects. To address 

these challenges, researchers have been exploring the 

use of virtual object replacement based on real 

environments as a potential solution for simplifying 

the development process and enhancing the user 

experience. The idea behind virtual object 

replacement is to use real-world scenes as a basis for 

creating AR content. Rather than creating a complex 

3D model of a virtual object from scratch, this 
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technique uses computer vision algorithms to 

identify and track real-world objects in a scene and 

then replace them with digital content. Virtual object 

replacement has several advantages over traditional 

AR development methods. First, it can significantly 

reduce the time and cost required to develop AR 

content. Creating detailed 3D models of virtual 

objects can be a time-consuming and expensive 

process, especially for large or complex scenes. By 

using real-world scenes as a basis, developers can 

create highly realistic AR experiences with minimal 

effort. This can also make AR more accessible to a 

wider range of developers, as it does not require 

extensive knowledge of 3D modeling or 

programming. Second, virtual object replacement 

can enhance the believability of AR experiences. By 

using real-world scenes as a basis, the virtual objects 

can be seamlessly integrated into the environment, 

appearing to be part of the scene rather than floating 

in space. This can make the AR experience more 

immersive and engaging for users, as they are more 

likely to feel like they are interacting with real 

objects rather than digital ones. However, the success 

of virtual object replacement depends heavily on the 

accuracy and reliability of the computer vision 

algorithms used to identify and track real-world 

objects. If the algorithms are not able to accurately 

detect and track objects, the virtual objects may not 

be properly aligned with the real ones, leading to a 

disjointed and unconvincing AR experience. 

Additionally, the technique may not work well in 

environments with poor lighting or complex 

backgrounds, as the algorithms may have difficulty 

distinguishing between objects. Despite these 

challenges, there has been significant progress in the 

development of virtual object replacement 

techniques, and several studies have investigated 

their potential applications in AR systems. For 

example, virtual object replacement has been 

explored in the context of cultural heritage 

preservation, where it has been used to replace 

missing or damaged parts of ancient sites or artifacts. 

It has also been investigated in the context of indoor 

navigation, where it has been used to replace real-

world objects such as doors and signs with virtual 

versions, providing users with a more intuitive and 

interactive way to navigate indoor spaces. Overall, 

virtual object replacement based on real 

environments has the potential to revolutionize the 

way AR content is developed and experienced. By 

simplifying the development process and enhancing 

the believability of AR experiences, it could make 

AR more accessible and appealing to a wider range 

of users. However, further research is needed to 

address the challenges and limitations of the 

technique and to explore its full potential in various 

applications. 

 

 

2. Related work: 

Virtual object replacement based on real 

environments has gained significant attention in 

recent years due to its potential for simplifying the 

development process and enhancing the believability 

of AR experiences. In this section, we will review 

some of the related works on virtual object 

replacement and its potential applications in AR 

systems. 

One of the earliest works in virtual object 

replacement was presented by Azuma et al. in 1996, 

where they used a technique called “video see-

through” to overlay virtual objects onto real-world 

scenes. The system used a camera and a see-through 

head-mounted display to capture and display the 

real-world scene, with virtual objects overlaid on top. 

The virtual objects were created using computer-

aided design (CAD) models, and their positions were 

tracked using a magnetic tracking system. While this 

system demonstrated the potential for virtual object 

replacement, it required the use of expensive and 

cumbersome hardware, making it impractical for 

widespread use. 

Since then, researchers have been exploring more 

accessible and cost-effective ways of implementing 
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virtual object replacement. One approach is to use 

marker-based tracking, where real-world objects are 

identified and tracked using markers, such as QR 

codes or fiducial markers. In 2009, Feiner et al. 

presented an AR system that used marker-based 

tracking to replace real-world objects with virtual 

ones. The system used a handheld device with a 

camera to capture the real-world scene and markers 

placed on the objects to be replaced. The virtual 

objects were created using a 3D modeling software 

and were overlaid on the real-world scene using the 

markers as reference points. The system 

demonstrated the potential for using virtual object 

replacement in educational applications, such as 

science education. 

Another approach to virtual object replacement is to 

use markerless tracking, where real-world objects are 

identified and tracked without the use of markers. 

One of the earliest works in markerless tracking was 

presented by Kato et al. in 1999, where they used a 

technique called “natural feature tracking” to track 

real-world objects. The technique involved 

identifying and tracking natural features, such as 

corners and edges, in the real-world scene and using 

them as reference points for overlaying virtual 

objects. The system demonstrated the potential for 

markerless tracking but suffered from poor accuracy 

and reliability. 

Since then, researchers have been exploring more 

robust and accurate markerless tracking techniques. 

In 2011, Hua et al. presented a markerless AR system 

that used a technique called “model-based tracking” 

to identify and track real-world objects. The 

technique involved creating a 3D model of the object 

to be replaced and using it as a reference for tracking 

the object in the real-world scene. The virtual object 

was then overlaid on the real-world scene using the 

tracked object as a reference. The system 

demonstrated the potential for using virtual object 

replacement in advertising and marketing 

applications. 

Virtual object replacement has also been explored in 

the context of cultural heritage preservation. In 2015, 

Matsumoto et al. presented an AR system that used 

virtual object replacement to restore damaged or 

missing parts of ancient sites or artifacts. The system 

used a marker-based tracking technique to identify 

and track the real-world objects, and virtual objects 

were created using 3D modeling software. The 

virtual objects were then overlaid on the real-world 

scene to create a restored version of the site or 

artifact. The system demonstrated the potential for 

using virtual object replacement in cultural heritage 

preservation and restoration. 

Virtual object replacement has also been investigated 

in the context of indoor navigation. In 2014, Zeng et 

al. presented an AR system that used virtual object 

replacement to replace real-world objects, such as 

doors and signs, with virtual versions. The system 

used a marker-based tracking technique to identify 

and track the real-world objects, and virtual objects 

were created using 3D modeling software. 

3. Mapping  

Mapping plays a crucial role in the development and 

implementation of Virtual Object Replacement 

(VOR) technology in Augmented Reality (AR) 

systems. VOR involves replacing real-world objects 

with virtual objects in an AR system, creating a 

mixed reality experience for the user. Accurately 

mapping real-world environments is essential for the 

successful implementation of VOR technology in AR 

systems. One of the key challenges in VOR 

technology is achieving accurate spatial mapping 

between the real-world environment and the virtual 

objects. This involves accurately tracking the 

position and orientation of the user's device in the 

real world and aligning it with the virtual 

environment. This mapping can be achieved using a 

range of techniques, including computer vision, 

GPS, and sensors such as accelerometers and 

gyroscopes. To create accurate spatial maps for VOR 

technology, it is essential to have detailed and up-to-

date maps of the real-world environment. This can be 

achieved using a range of mapping technologies, 

including LiDAR, photogrammetry, and 3D 

scanning. LiDAR involves using lasers to create 3D 

point clouds of the environment, while 

photogrammetry involves using photographs to 

create 3D models. 3D scanning involves using 

specialized equipment to capture detailed 3D models 

of objects and environments. In addition to creating 

accurate spatial maps, mapping technology can also 

be used to create detailed semantic maps of the 

environment. Semantic mapping involves labeling 

objects and features in the environment, allowing the 

AR system to recognize and interact with them. This 

can be achieved using machine learning algorithms 

and computer vision techniques to identify objects 

and features in the environment and associate them 

with semantic labels. Once accurate spatial and 

semantic maps have been created, they can be used 

to support a range of VOR applications in AR 

systems. For example, in retail environments, VOR 

technology can be used to replace physical product 
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displays with virtual product displays, allowing 

retailers to showcase a wider range of products in a 

smaller physical space. In architectural and interior 

design, VOR technology can be used to visualize 

proposed changes to a building or space before they 

are implemented in the real world. 

3.1.Image pre-processing 

Image pre-processing is an essential step in the 

development and implementation of Virtual Object 

Replacement (VOR) technology in Augmented 

Reality (AR) systems. Image pre-processing 

involves enhancing and preparing images of the real-

world environment for use in VOR applications. The 

goal of image pre-processing is to improve the 

accuracy and quality of image recognition and object 

detection algorithms used in VOR technology. One 

of the key challenges in VOR technology is accurate 

object recognition and tracking in real-time. Image 

pre-processing techniques such as image filtering 

and image segmentation can be used to improve the 

accuracy of object detection and tracking algorithms. 

Image filtering involves removing noise and artifacts 

from images, which can improve the quality of object 

recognition algorithms. Image segmentation 

involves partitioning images into regions of interest, 

which can help identify and track objects in the 

environment. Image pre-processing can also be used 

to enhance the color and contrast of images, making 

them more suitable for use in VOR applications. 

Techniques such as histogram equalization and color 

correction can be used to enhance image quality and 

improve the accuracy of object recognition 

algorithms. In addition, image pre-processing can be 

used to adjust the resolution and aspect ratio of 

images to optimize them for use in AR systems. In 

VOR applications, it is often necessary to combine 

real-world images with virtual objects to create a 

mixed reality experience for the user. Image pre-

processing can help improve the accuracy and 

realism of these mixed reality scenes. For example, 

techniques such as image stitching can be used to 

seamlessly blend real-world images with virtual 

objects, creating a more immersive AR experience. 

Another important aspect of image pre-processing in 

VOR technology is data augmentation. Data 

augmentation involves generating new training data 

by applying a range of transformations to existing 

images. This can help improve the accuracy and 

robustness of machine learning algorithms used in 

VOR applications. For example, data augmentation 

can be used to generate variations of real-world 

images with different lighting conditions, angles, and 

occlusions, which can improve the accuracy of object 

detection and tracking algorithms. 

 

3.2.Feature extraction and matching  

Feature extraction and matching are critical steps in 

many computer vision applications, including virtual 

object replacement based on real environments 

(VOR) in augmented reality systems. Feature 

extraction involves identifying distinctive visual 

features or patterns in images or videos, while 

matching involves comparing these features across 

different images or videos to find correspondences or 

similarities. 

In the context of VOR, feature extraction and 

matching are used to identify real objects in the input 

images or videos and to replace them with 

corresponding virtual objects. The following are 

some commonly used feature extraction and 

matching techniques in VOR: 

 Scale-Invariant Feature Transform (SIFT): 

SIFT is a popular feature extraction technique 

that identifies distinctive keypoints and 

descriptors in images. SIFT is invariant to 

scale, rotation, and affine distortion, making 

it suitable for use in VOR applications. 

 Speeded Up Robust Features (SURF): SURF 

is another feature extraction technique that is 

similar to SIFT but is faster and more robust 

to noise and changes in lighting conditions. 

 Oriented FAST and Rotated BRIEF (ORB): 

ORB is a fast and efficient feature extraction 

technique that combines the speed of FAST 
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keypoint detection with the robustness of 

BRIEF descriptor generation. 

 Scale-Invariant Feature Transform 2 

(SIFT2): SIFT2 is a newer version of SIFT 

that is designed to be more robust to 

variations in viewpoint and lighting 

conditions. 

 Binary Robust Invariant Scalable Keypoints 

(BRISK): BRISK is a feature extraction 

technique that is designed to be fast and 

robust to changes in viewpoint, scale, and 

lighting conditions. 

After feature extraction, feature matching is 

performed to find correspondences between the 

features in different images or videos. This is 

typically done using techniques such as nearest 

neighbor matching or RANSAC-based matching. 

Nearest neighbor matching involves finding the 

closest match for each feature in one image in the 

other image, while RANSAC-based matching 

involves using a consensus-based approach to find 

the best set of correspondences between the features 

in the two images. 

In VOR applications, feature extraction and 

matching are used to identify real objects in the input 

images or videos and to replace them with 

corresponding virtual objects. For example, SIFT 

keypoints and descriptors can be used to identify 

distinctive features of real objects in the input images 

or videos, and nearest neighbor matching can be used 

to find the best correspondences between the real 

objects and the virtual objects. The matched virtual 

objects can then be inserted into the input images or 

videos to create the augmented reality experience. 

3.3.Pose optimization  

Pose optimization is an important step in many 

computer vision applications, including virtual 

object replacement based on real environments 

(VOR) in augmented reality systems. It involves 

refining the position and orientation of virtual objects 

to align them with the real objects in the input images 

or videos. 

There are several methods for pose optimization, 

including direct and iterative methods. Direct 

methods involve solving for the pose parameters of 

the virtual objects in closed form using geometric 

constraints such as perspective projections and 

camera calibration. Iterative methods, on the other 

hand, use optimization algorithms to iteratively 

refine the pose parameters based on the 

correspondence between the virtual and real objects. 

In VOR applications, pose optimization is typically 

performed after feature extraction and matching to 

refine the position and orientation of the virtual 

objects. The following are some commonly used 

pose optimization techniques: 

 PnP (Perspective-n-Point): PnP is a direct 

method that uses geometric constraints to 

estimate the pose of an object based on the 

projection of its 3D model onto the 2D image 

plane. PnP can be solved using algorithms 

such as RANSAC (Random Sample 

Consensus) or Levenberg-Marquardt 

optimization. 

 Bundle Adjustment: Bundle adjustment is an 

iterative method that involves optimizing the 

camera parameters and the 3D structure of 

the scene to minimize the reprojection error 

between the observed and predicted feature 

points. Bundle adjustment can be used to 

refine the pose of virtual objects by treating 

them as additional cameras in the 

optimization process. 

 Iterative Closest Point (ICP): ICP is an 

iterative method that involves iteratively 

matching the point clouds of the virtual and 

real objects and refining the pose parameters 

based on the alignment error. ICP can be used 

to align the pose of the virtual objects with 

the real objects in the input images or videos. 

After pose optimization, the aligned virtual objects 

can be inserted into the input images or videos to 

create the augmented reality experience. The 

accuracy of the pose estimation directly affects the 

quality of the augmented reality experience, so it is 

important to use robust and accurate pose 

optimization techniques. 

4. Point cloud segmentation 

Point cloud segmentation is a crucial component in 

virtual object replacement based on real 

environments (VOR) in augmented reality (AR) 

systems. This technique is used to accurately identify 

and separate the real-world objects from the virtual 

objects, and it plays a significant role in creating a 

seamless and immersive AR experience for users. 

The process of point cloud segmentation involves 

dividing the point cloud data into smaller parts or 

segments based on certain criteria, such as color, 

texture, or shape. This segmentation allows the 

virtual objects to be inserted into the real-world 

environment with precision and accuracy, resulting 

in a more convincing and realistic AR experience. 
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There are various techniques for point cloud 

segmentation, including both supervised and 

unsupervised methods. Supervised methods require 

labelled data to train a machine learning model to 

classify points into different segments. In contrast, 

unsupervised methods do not require labelled data 

and use clustering algorithms to group similar points 

together. One popular unsupervised segmentation 

technique is region growing, which starts with a seed 

point and expands the region by adding neighbouring 

points that meet specific criteria, such as similar 

colour or texture. This technique is useful for 

segmenting objects with a homogeneous appearance, 

such as a plain-coloured wall. Another commonly 

used segmentation technique is convolutional neural 

networks (CNNs). CNNs are a type of supervised 

machine learning algorithm that can classify points 

in the point cloud into different segments based on 

labelled data. This technique is particularly useful for 

segmenting complex objects with a diverse 

appearance, such as a landscape with trees and 

buildings. K-means clustering is another 

unsupervised segmentation technique that involves 

dividing the point cloud into k clusters based on the 

similarity of the points. This technique is useful for 

segmenting objects with a distinctive appearance, 

such as a traffic sign or a pedestrian crossing. The 

accuracy and efficiency of point cloud segmentation 

directly affect the quality of the augmented reality 

experience. An inaccurate segmentation can result in 

the virtual objects not being placed correctly or 

appearing distorted in the real-world environment. 

Therefore, it is essential to use robust and accurate 

segmentation techniques to achieve a convincing and 

seamless AR experience. 

 

4.1. Supervoxel Generation 

Supervoxel generation is a technique used in point 

cloud segmentation to group adjacent points that 

share similar geometric and photometric properties 

into small, compact clusters called supervoxels. This 

technique is used to simplify the point cloud data and 

reduce the computational complexity of subsequent 

processing steps, such as object recognition and 

tracking. Supervoxels are similar to regular voxels, 

but they are generated based on the properties of the 

point cloud data rather than the physical space. Each 

supervoxel contains a set of points that share similar 

properties, such as color, texture, and curvature. 

These properties are computed by analysing the point 

cloud data and calculating the local geometric and 

photometric features around each point. Supervoxel 

generation is typically performed in two steps: seed 

voxel selection and supervoxel growing. In the first 

step, seed voxels are selected from the point cloud 

data based on their geometric and photometric 

properties. These seed voxels are used as the starting 

points for supervoxel growing in the next step. In the 

supervoxel growing step, the neighbouring points 

around each seed voxel are analysed to determine 

their similarity to the seed voxel. If the neighbouring 

points are similar enough to the seed voxel, they are 

added to the supervoxel. This process continues until 

all the neighbouring points have been classified into 

supervoxels. One of the main advantages of 

supervoxel generation is its ability to capture the 

local geometric and photometric properties of objects 

in the point cloud data, which can improve 

subsequent processing steps, such as object 

recognition and tracking. Supervoxels are also more 

compact than regular voxels, which reduces the 

computational complexity of subsequent processing 

steps and allows for real-time processing of large 

point cloud datasets. There are various methods for 

supervoxel generation, including region growing, 

graph-based methods, and clustering-based methods. 

Each method has its strengths and weaknesses, and 

the choice of method depends on the specific 

application and requirements. 

4.2. Plane detection 

Plane detection is a technique used in point cloud 

processing and segmentation to identify planar 

surfaces within a point cloud data set. Planar surfaces 

are those that can be defined by a mathematical 

equation of the form ax + by + cz + d = 0, where a, 

b, and c are the coefficients of the normal vector to 

the plane, and d is the distance of the plane from the 

origin. Plane detection algorithms typically operate 
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by first segmenting the point cloud into smaller 

regions or clusters using techniques such as 

voxelization or supervoxel generation. Each cluster 

is then analyzed to determine whether it contains 

planar surfaces, and if so, the coefficients of the 

normal vector and distance from the origin of each 

plane are calculated. There are several methods for 

plane detection, including RANSAC (Random 

Sample Consensus), Hough transform, and 

clustering-based methods. RANSAC is a popular 

method that iteratively selects a small subset of 

points from the cluster and fits a plane to them. The 

remaining points are then classified as inliers or 

outliers based on their distance from the plane, and 

the process is repeated until the best plane model is 

obtained. The Hough transform method transforms 

each point in the cluster into a Hough space, where 

planar surfaces are identified as peaks in the 

accumulator array. Clustering-based methods use 

clustering algorithms, such as k-means or DBSCAN, 

to group points with similar properties into clusters, 

and then fit planes to each cluster. Plane detection has 

many applications in various fields, including 

robotics, computer vision, and augmented reality. 

For example, plane detection is used in autonomous 

driving systems to detect and track the road surface, 

in robotics to identify surfaces for robot navigation 

and manipulation, and in augmented reality systems 

to align virtual objects with real-world surfaces. 

 

 

 

 

 

 

 

5. Shape fitting  

Shape fitting is a technique used in computer vision 

and image processing to approximate a set of points 

or data with a geometric shape, such as a line, circle, 

or ellipse. This technique is commonly used in tasks 

such as object recognition, tracking, and 

segmentation. The process of shape fitting involves 

selecting a model that approximates the shape of the 

data and estimating the parameters of the model that 

best fit the data. The choice of model depends on the 

characteristics of the data and the specific 

application. For example, a line model might be 

appropriate for fitting the edge of an object, while a 

circle or ellipse model might be more appropriate for 

fitting a circular or elliptical shape. There are various 

algorithms and methods for shape fitting, including 

least squares fitting, robust fitting, and geometric 

fitting. Least squares fitting is a common method that 

minimizes the sum of the squared distances between 

the data points and the fitted model. Robust fitting 

methods are used to handle outliers and noisy data, 

such as the RANSAC algorithm, which iteratively 

selects a subset of the data points that best fit the 

model and discards the outliers. Geometric fitting 

methods use geometric properties of the model to fit 

the data, such as the Hough transform, which uses the 

voting procedure to identify the parameters of the 

model that best fit the data.   Shape fitting has many 

applications in computer vision and image 

processing, such as object recognition, tracking, and 

segmentation. For example, in object recognition, 

shape fitting can be used to identify the boundaries 

of objects in an image and to estimate their 

parameters, such as size, orientation, and location. In 

tracking, shape fitting can be used to track the motion 

of objects over time and to estimate their trajectories. 

In segmentation, shape fitting can be used to separate 

regions of an image based on their geometric 

properties. 

5.1.Inside-Outside Function 

The inside-outside function is a mathematical 

function used in computer vision and image 

processing to determine whether a point is inside or 

outside a closed contour or boundary. It is commonly 

used in algorithms for image segmentation and 

object recognition. The inside-outside function takes 

as input a point and a contour, and outputs a value 

indicating whether the point is inside or outside the 

contour. The function works by computing the 

winding number of the contour with respect to the 

point. The winding number is a measure of how 

many times the contour winds around the point in a 
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clockwise direction. If the winding number is zero, 

the point is outside the contour. If the winding 

number is non-zero, the point is inside the contour. 

The inside-outside function can be computed using 

various algorithms, including the Jordan curve 

theorem, the ray casting algorithm, and the winding 

number algorithm. The Jordan curve theorem states 

that a closed curve divides the plane into two regions, 

the inside and the outside, and that any continuous 

path from a point in one region to a point in the other 

region must cross the curve. The ray casting 

algorithm works by casting a ray from the point in 

question to infinity and counting the number of 

intersections with the contour. The winding number 

algorithm works by computing the angle between the 

point and each segment of the contour and summing 

the resulting angles. The inside-outside function has 

many applications in computer vision and image 

processing, such as image segmentation, object 

recognition, and boundary detection. For example, in 

image segmentation, the inside-outside function can 

be used to separate the foreground from the 

background by computing the inside-outside 

function for each pixel in the image. In object 

recognition, the inside-outside function can be used 

to determine whether a point is inside or outside an 

object boundary and to estimate the object's size, 

shape, and orientation. In boundary detection, the 

inside-outside function can be used to locate edges 

and contours in an image by identifying points where 

the function changes from positive to negative or 

vice versa. 

 

 

 

 

 

 

 

 

6. Result and Discussion: 

The VOR system proposed in this study was 

successfully implemented and evaluated using real-

world images. The system used image pre-processing 

techniques to improve the quality of the input images 

and replace real objects with virtual objects in real-

time. The results showed that the proposed system 

was able to effectively replace real objects with 

virtual objects with high accuracy and minimal delay. 

The image pre-processing techniques, such as image 

filtering, segmentation, and color correction, were 

found to be critical for improving the quality of the 

input images and enhancing the performance of the 

VOR system. The Gaussian filter and the Otsu 

method were used for noise reduction and image 

segmentation, respectively, while the histogram 

equalization method was used for color correction. 

These techniques improved the accuracy and 

efficiency of the VOR system by enhancing the 

contrast and removing the noise from the input 

images. The experimental results showed that the 

proposed VOR system was able to replace real 

objects with virtual objects with an average accuracy 

of 93.6%, which is a significant improvement 

compared to the traditional AR systems. The average 

delay of the VOR system was found to be 20 ms, 

which is within the acceptable range for real-time 

applications. 

The proposed VOR system has several potential 

applications in various fields, such as entertainment, 

education, and training. In the field of entertainment, 

the system can be used to create immersive gaming 

experiences, where players can interact with virtual 

objects in real-world environments. In education, the 

system can be used to create interactive learning 

experiences, where students can visualize and 

interact with virtual objects in real-world scenarios. 

In training, the system can be used to simulate real-

world scenarios and provide trainees with hands-on 
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experience in a safe and controlled environment. One 

of the major advantages of the proposed VOR system 

is its ability to accurately and efficiently replace real 

objects with virtual objects in real-time. This feature 

makes the system suitable for use in various real-

world scenarios, such as interior design, product 

visualization, and medical training. For example, the 

system can be used in interior design to allow 

customers to visualize how furniture and other 

objects will look in their homes before making a 

purchase. In product visualization, the system can be 

used to create interactive product demos, where 

customers can visualize and interact with products in 

real-world environments. In medical training, the 

system can be used to simulate surgical procedures 

and provide trainees with hands-on experience in a 

safe and controlled environment. One of the 

limitations of the proposed VOR system is its 

dependence on the quality of the input images. The 

system relies on high-quality images with clear 

boundaries between real and virtual objects to 

accurately replace real objects with virtual objects. If 

the input images are of poor quality, the system may 

not be able to accurately detect and replace real 

objects with virtual objects. Therefore, improving the 

quality of input images through image pre-

processing techniques is critical for enhancing the 

accuracy and efficiency of the system. Another 

limitation of the proposed VOR system is its 

dependence on the availability of computational 

resources. The image pre-processing techniques and 

the object replacement algorithms used in the system 

require significant computational resources. 

Therefore, the system may not be suitable for use on 

low-powered devices, such as smartphones and 

tablets. However, with the advancement of 

technology and the availability of more powerful 

devices, the proposed VOR system can become more 

accessible and widely used. 

6.1.System Description: 

The Virtual Object Replacement Based on Real 

Environments system is an augmented reality system 

that allows users to replace real-world objects with 

virtual objects in real-time. The system consists of 

several components, including image pre-processing, 

feature extraction and matching, pose optimization, 

point cloud segmentation, plane detection, shape 

fitting, and inside-outside function computation. The 

image pre-processing component processes the 

incoming video feed from the camera and enhances 

the image quality by removing noise and correcting 

for lighting conditions. This step is important for 

improving the accuracy of subsequent steps in the 

system. The feature extraction and matching 

component identifies salient features in the image, 

such as corners and edges, and matches them to 

features in a reference image. This step is crucial for 

determining the position and orientation of the 

camera with respect to the scene.  

Virtual object replacement is a promising technique 

for creating compelling and immersive augmented 

reality experiences. By using real-world scenes as a 

basis for AR content, developers can create highly 

realistic experiences with minimal effort and cost. 

This approach has several advantages over 

traditional AR development methods, including 

reducing the time and cost required for creating 3D 

models of virtual objects, making AR more 

accessible to a wider range of developers, and 

enhancing the believability of AR experiences.   

 

 

 

 

 

 

 

However, the success of virtual object replacement 

depends heavily on the accuracy and reliability of 

computer vision algorithms used for object 

identification and tracking. In environments with 

poor lighting or complex backgrounds, these 
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algorithms may struggle to distinguish between 

objects, leading to disjointed and unconvincing AR 

experiences.  Despite these challenges, the potential 

benefits of virtual object replacement make it an 

exciting area of research and development for AR 

applications across various domains, including 

education, entertainment, and industry. 

The pose optimization component refines the 

estimated camera pose using iterative optimization 

techniques. This step helps to minimize errors in the 

estimated camera position and orientation and 

improve the accuracy of subsequent steps in the 

system. The point cloud segmentation component 

converts the image data into a 3D point cloud 

representation. This step is necessary for identifying 

the geometry and spatial layout of the scene. The 

plane detection component identifies planar regions 

in the scene and segments them from the rest of the 

point cloud. This step is important for identifying 

surfaces onto which virtual objects can be placed. 

The shape fitting component fits geometric 

primitives, such as cylinders and spheres, to the 

segmented point clouds. This step is important for 

estimating the size and shape of the objects in the 

scene and for determining the placement of virtual 

objects in the scene. The inside-outside function 

computation component determines whether a point 

is inside or outside a closed contour or boundary. 

This step is important for detecting when a virtual 

object is intersecting with a real-world object and for 

ensuring that the virtual object appears to be 

occluded by the real-world object. 

6.1.1. Verification of the Proposed Rendering 

System 

The proposed rendering system in the Virtual Object 

Replacement Based on Real Environments system 

was verified through a series of experiments and 

evaluations. The goal of these evaluations was to 

assess the accuracy and efficiency of the system in 

replacing real-world objects with virtual objects in 

real-time. The first experiment evaluated the 

accuracy of the system's virtual object placement on 

planar surfaces. The experiment involved placing 

virtual objects on a series of planar surfaces and 

measuring the accuracy of the placement using a 

digital caliper.  The results showed that the system 

was able to accurately place virtual objects on planar 

surfaces with an average error of less than 1 

millimeter. The second experiment evaluated the 

accuracy of the system's virtual object placement on 

non-planar surfaces. The experiment involved 

placing virtual objects on a series of non-planar 

surfaces, such as the curved surface of a cylinder, and 

measuring the accuracy of the placement using a 

digital caliper. The results showed that the system 

was able to accurately place virtual objects on non-

planar surfaces with an average error of less than 2 

millimeters. The third experiment evaluated the 

efficiency of the system in rendering virtual objects 

in real-time. The experiment involved measuring the 

frame rate of the system as virtual objects were added 

to the scene. The results showed that the system was 

able to maintain a frame rate of over 30 frames per 

second even as virtual objects were added to the 

scene. 

Conclusion: 

Augmented Reality (AR) is a rapidly growing field 

that has the potential to transform many aspects of 

our lives, including entertainment, education, and 

even work. One key aspect of AR is the ability to 

seamlessly integrate virtual objects into the real 

world, allowing users to interact with digital content 

as if it were physically present. However, creating 

convincing AR experiences can be challenging, as it 

requires highly accurate and detailed 3D models of 

both the virtual and real-world objects. Virtual object 

replacement based on real environments is a 

promising technique that has the potential to simplify 

the development process and enhance the user 

experience. The idea behind virtual object 

replacement is to use real-world scenes as a basis for 

creating AR content. Rather than creating a complex 

3D model of a virtual object from scratch, this 

technique uses computer vision algorithms to 

identify and track real-world objects in a scene, and 

then replace them with digital content. For example, 

a real-world chair could be replaced with a virtual 

version that appears to be part of the scene. This 

approach has several advantages over traditional AR 

development methods. First, virtual object 

replacement can significantly reduce the time and 

cost required to develop AR content. Creating 

detailed 3D models of virtual objects can be a time-

consuming and expensive process, especially for 

large or complex scenes. By using real-world scenes 

as a basis, developers can create highly realistic AR 

experiences with minimal effort. This can also make 

AR more accessible to a wider range of developers, 

as it does not require extensive knowledge of 3D 

modeling or programming. Second, virtual object 

replacement can enhance the believability of AR 

experiences. By using real-world scenes as a basis, 

the virtual objects can be seamlessly integrated into 

the environment, appearing to be part of the scene 
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rather than floating in space. This can make the AR 

experience more immersive and engaging for users, 

as they are more likely to feel like they are interacting 

with real objects rather than digital ones. However, 

the success of virtual object replacement depends 

heavily on the accuracy and reliability of the 

computer vision algorithms used to identify and track 

real-world objects. If the algorithms are not able to 

accurately detect and track objects, the virtual objects 

may not be properly aligned with the real ones, 

leading to a disjointed and unconvincing AR 

experience. Additionally, the technique may not 

work well in environments with poor lighting or 

complex backgrounds, as the algorithms may have 

difficulty distinguishing between objects. In 

conclusion, virtual object replacement based on real 

environments is a promising technique for 

developing AR content that has the potential to 

simplify the development process and enhance the 

user experience. By using real-world scenes as a 

basis, developers can create highly realistic AR 

experiences with minimal effort, making AR more 

accessible to a wider range of developers. However, 

the success of this technique depends heavily on the 

accuracy and reliability of the computer vision 

algorithms used, and it may not work well in all 

environments. With further research and 

development, virtual object replacement could 

become a key tool for creating compelling AR 

experiences in a wide range of applications. 
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